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Preface

Purpose of This Book

I wrote this book based upon my experience. I included information that helped me, and I hope it does the same
for you.

To work with both of these network protocols is a challenge. No single book can contain all the information one
needs to know about them in every environment. The purpose of this book is to get you started in the right
direction. Many good books have been published by McGraw-Hill on SNA and TCP/IP, respectively; I
recommend you look into acquiring some of these to complement this one.

How to Use This Book

You can read this book from front to back. You can use it as a reference. It can be used to teach SNA and
TCP/IP principles. I believe you’ll find it most helpful approaching it from a topical perspective.

If you would like additional information, I can be reached through any of the following:

Information World, Inc. (IWI): Edtaylor@info.com

Internet: IWIinc@aol.com
IWIinc@ibm.net
IWIinc@msn.com
Edtaylor@aol.com
zac0002@ibm.net

AOL: IWIinc
Edtaylor

Compuserve: 72714,1417



1
Perspective on Systems Network Architecture

Systems Network Architecture (SNA) is a complex topic. If your background does not include experience in
SNA, you will find this chapter most helpful; if it does, you will find this chapter particularly enlightening. I
included background information here for the benefit of all readers. The blueprints included in this chapter are
based on the terms, concepts, and architecture presented in the early part of this chapter.

SNA networks are built from hardware and software components. These networks vary in size, and different
blueprints presented in this chapter bear this out. Before examining blueprints in this chapter, we will consider
some reference material.

1.1  Hardware Architecture

Much development occurred at IBM during the 1940s and 1950s. History has shown that these two decades led
to the creation of what has become known as the biggest gamble in the history of the IBM corporation: the
System/360 (S/360) hardware architecture. Before exploring the S/360 architecture, we will briefly review
hardware offerings preceding the S/360.

During the 1940s, 1950s, and even into the 1960s, IBM offered approximately six popular solid-state
mainframe computers. However, a fundamental problem was lack of interchangeability among these systems.
This meant that IBM programming, support, sales, and tech nical sales advisors all concentrated on their own
areas of expertise and thus that there was seldom any overlap between systems. This was costly and became an
increasing problem for IBM. Not only was this scenario a problem for IBM, but its customers had to contend
with this if they had more than one type of machine to meet the needs throughout a given corporation.
Following are some examples of these machines and their strengths:

• 604. This was an electronic calculating punch-card machine. It was first available in approximately 1948. The
strength of this machine and its major selling points were speed (which was especially advantageous for the
user), a pluggable circuitry, and its concentrated components in such a small physical location.

• 650. This machine initially became available around 1954 but was not announced until 1953. This was a
magnetic drum storage machine whose primary strength was its general computing capability. This machine
was extremely successful after its introduction into the marketplace.

• 701. This machine, announced in 1952, had faster input/output and higher processing speed than some of its
predecessors and was especially powerful in scientific and related areas of computation. Thus it was not a
general-purpose machine such as the 650, for example.

• 702. This large system, which focused on the ease of character handling, was announced in 1953 and made its
debut in approximately 1955. Interestingly, the concept of this system originated in the late 1940s.

• 1401. This system was announced in 1959. It soon grasped a large market share after shipping began in 1960.
It had increased speed, a fast printer, and other peripherals such as tape- and card-processing capabilities, which
enhanced its popularity. Also its multiple components had selective capabilities, yet it was reasonably priced.

These systems, and others IBM offered during the 1940s through the early 1960s, proved IBM’s ability to meet
a diversity of needs. However, such system diversity led to complexity in terms of one corporation attempting
to maintain this posture in a technical environment. IBM was aware of the positive and negative contributions
that these diverse systems offered.



After years of planning, designing, and reengineering, 1964 proved to be a pivotal point in the history of the
IBM corporation. This was when the System/360 was introduced. This system was unique for multiple reasons,
but at the heart of the S/360 was now one architecture capable of accommodating what previously was achieved
by different systems. In addition, the S/360 architecture was available in different models, offering customers a
wide selection for their initial purchase to meet their immediate needs with hardware that could be upgraded to
accommodate future architectures as they appeared on the market. At this time, IBM is four architectures
removed from the S/360, and, according to a personal account, a program originally written for the S/360 has
been executed successfully on the S/390 architecture.

Technical highlights of each IBM hardware architecture are presented below.

1.2  System/360

The System/360 (S/360) was successful, to say the least. Some of the characteristics and functions of the
components of this hardware architecture are listed below.

S/360 components included (1) central processing unit (CPU); (2) channels; (3) control unit(s); (4) peripheral
devices such as terminals, printers, and tape and disk drives, as well as card punch and readers; and (5) main
storage.

1. CPU characteristics and functions.  The S/360 had a single-processor architecture, but models introduced
later supported multiple processors. There were five classes of interrupts, with interrupt priority. There were 16
general-purpose 32-bit registers and four optional 64-bit floating-point registers, with 24-bit addressing.
Selected models had dynamic address translation. Supervisor facilities included a timer, direct control
capabilities, storage protection, and support for multisystem operation. There was ASCII and EBCDIC
character-set support and channel-to-channel adapters were used for interconnection of multiple processors.

2. Channel characteristics and functions.  The S/360 provided a data path to and from control units and devices
and used a protocol for data transfer. Selector channels were used with tape and disk devices for high-speed
data transfer, and one subchannel was used. Byte multiplexer channels interleaved input/output (I/O)
operations. Slower operating devices were used with this type of channel, which could logically support up to
256 subchannels.

3. Control unit(s).  The S/360 served as an interface between devices such as a terminal, card reader, card
punch, and printer.

4. Peripheral devices.  The S/360 terminals, printers, card punches, and card readers served as I/O devices.
Terminals were used interactively, whereas punched cards were used in batch processing.

5. Main storage.  Main storage in the early models emphasized speed and size. Virtual storage became available
in later models.



Figure 1-1
Logical view of an S/360.

Consider Fig. 1-1, which is a logical view of the S/360. Interestingly, in a general way, it is basic to current
personal computer (PC) architecture. Granted, PC architecture has evolved to become more complex; this
illustration does provide the rudiments of the PC’s beginning. Figure 1-2 is a physical perspective of the S/360.
Ironically, although more components have been inserted into various places, this view is the essence of PC
systems today. Think about it. Systems today have a processor, main storage [random-access memory (RAM)],
input and output (channels), and peripherals to control other devices. Some of the features and built-in functions
of later S/360 models were carried over to the next hardware architectural generation, known as the S/370.

1.3  System/370

System/370 (S/370) architecture, announced in 1970, was the successor to the S/360. During the next 6 years
IBM refined more than 14 models based on this architecture. In this section we examine S/370 features and
functions on the basis of S/370 architecture as a whole (including its components and their characteristics and
functions), not the inception of incremental enhancements.

S/370 components included (1) central processing units (CPUs), (2) channels, (3) control unit(s), (4) peripheral
devices, and (5) main and virtual storage.

Figure 1-2
Physical view of an S/360.



1. CPU characteristics and functions.  The S/370 inherited user program upgrade support from the S/360; it
also had multiple processor support. It had six classes of interrupts, with interrupt priority. It had 16 general-
purpose 32-bit registers and four additional 64-bit floating-point registers, with 24-bit addressing. It had a
dynamic address translation (DAT) facility and an extended real addressing facility as an extension to DAT,
making 64-MB (megabyte) addressability of real storage possible, plus a translation look-aside buffer to
minimize DAT use. It also had a dual-address-space (DAS) facility, supporting semiprivileged programs.
Supervisor facilities included a timer, direct control capabilities, storage protection, and support for multisystem
operation. An optional vector facility was offered on selected models. The S/370 had Extended Binary-Coded
Decimal Interchange Code (EBCDIC) character-set support, with removal of American Standard Code for
Information Interchange (ASCII) support as in the S/360. Two page sizes—2 and 4 K (kilobytes)—and two
segment sizes—64 K and 1 MB were available. One operating system was used for multiprocessing. Also, the
S/370 had approximately 50 more instructions than the S/360.

2. Channel characteristics and functions.  The S/370 supported three types of channels—selector, byte, and
block multiplexer—as well as a 2-byte channel bus-width extension. Each channel had an associated set of
subchannels. The S/370 used channel protocol for data transfer.

Data transfer rates of 1.5 and 3 MB could be achieved, depending on the channel bus width. The S/370 could
suspend and resume facility for programmed control of channel program execution and remove 16-byte channel
prefetching from S/360 channels.

3. Control unit(s).  The S/370 served as an interface between devices such as a terminal, card reader, card
punch, and printer.

4. Peripheral devices.  The S/370’s terminals, printers, card punches, and card readers served as I/O devices.
Terminals were used interactively; punched cards were used in batch processing.

5. Storage.  Main storage had addressability of up to 64 MB; virtual storage, up to 16 MB beyond that of main
storage.

Figure 1-3 is a representation of implementation of the S/370 architecture which followed the S/360.

1.4  370/eXtended Architecture

The 370/eXtended architecture (370/XA), announced in 1981, followed the S/370 and what IBM called “S/370
compatibility realized in the 4300 series of systems.” From 1981 until 1988 IBM implemented 370/XA
hardware architecture in their mainframes. The focus here follows the same scheme as the prior two
architectures: the features and functions of 370/XA as a whole.

370/XA components included (1) central processing units (CPUs); (2) a channel subsystem; (3) control unit(s);
(4) peripheral devices; and (5) absolute, real, and virtual (addressing types) storage.



1. CPU characteristics and functions.  The 370/XA had two addressing modes of operation—24- and 31-
bit—and 2-gigabyte (GB) addressability with 31-bit addressing mode. This included 13 new instructions;
multiple-processor support; six classes of interrupts, with interrupt priority; and 16 general-purpose 32-bit
registers and four 64-bit floating-point registers, with 24-bit addressing. The 370/XA also had a dynamic
address translation (DAT) facility, with extended real addressing as an extension to DAT, permitting 64-MB
real storage addressability, and a translation look-aside buffer to minimize DAT use. A dual-address-space
(DAS) facility, supporting semiprivileged programs, was also included. Supervisor facilities included a timer,
direct control capabilities, storage protection, and support for multisystem operation. An optional vector facility
was offered on selected models. The 370/XA had EBCDIC character-set support and dynamic I/O reconnect.
Two page sizes—2 and 4 K—and two segment sizes—64 K and 1 MB—were available. Multiprocessing was
performed with one operating system. Approximately 50 new instructions had been added since the launching
of the S/370.

Figure 1-3
A conceptual view of an S/370.

2. Channel subsystem characteristics and functions.  The 370/XA channel subsystem was simply a processor
that served as an interface between I/O devices and processors; it performed preprocessing on data between I/O
devices and processors. A channel path in 370/XA referred to the physical path between the channel subsystem
and a device. Subchannel numbers had a one-to-one relationship with an I/O device, and there was path-
independent addressing for I/O devices. The implementation of paths enabled dynamic data routing from I/O
device to processor. A channel path identifier (CHPID) in 370/XA was associated with devices such as control
units. Path management was performed by the channel subsystem. Increased Channel Command Word (CCW)
support was included for direct use of 31-bit addressing in channel programs. Thirteen I/O instructions had been
added (since the S/370), and two types of channels were supported: byte and block multiplexer. Subchannels
were not owned by the channel as in the S/370. The 370/XA used channel protocol for data transfer with data
transfer rates of 1.5 and 3 MB, depending on the channel bus width. The 370/XA could suspend and resume
facility for programmed control of channel program execution and could remove 16-byte channel prefetching.
Figure 1-4 is a flowchart of a channel subsystem.



3. Control unit(s).  These served as an interface between devices such as a terminal, card reader, card punch,
and printer.

4. Peripheral devices.  These included terminals, printers, card punches, and card readers, all of which served as
I/O devices. Terminals were used interactively; punched cards were used in batch processing.

5. Storage.  There were three types of storage (differentiated by addressing scheme): absolute, real, and virtual.
In absolute storage, which was an address in main storage, no transformations were performed on the contents
and 2 GB of storage were possible. In real storage—which was also an address in main storage, multiple
processors accessed the same main storage. A CPU prefix number distinguished processors to maintain storage
order. In virtual storage, the address reflected an abstract location. Virtual storage does not exist in reality;
rather, it is a concept, achieved by main storage, secondary storage, and processor speed as the fundamental
components that make virtual storage possible.

Figure 1-4
370/XA channel subsystem.

Figure 1-5
370/XA architecture.

The architectural advancement shown in Fig. 1-5 brought about a more segregated and separate function of
system component functions.

Other functionality was added to 370/XA until the announcement of Enterprise System Architecture; however
the highlights mentioned above constitute the bulk of additions to the XA architecture.



1.5  Enterprise System Architecture/370

Enterprise System Architecture (ESA/370), announced in 1988, succeeded the 370/XA. This architecture built
on advances made in 370/XA and S/370. Consequently, different hardware-related functions were implemented.
However, from a systems standpoint, considerable advances were made, including a new operating system, as
we will see in a later section. Highlights of ESA/370 included addressing, storage, and machine-dependent
support.

1. Addressing.  Key enhancements in ESA/370 included 16 new access registers, which provided the hardware
capability for a program to address up to 16 spaces. A home address space was a translation mode that
permitted the control program to gain control quickly where principal control blocks were maintained. A
private space, designed to enhance security functions, was also supported in the ESA/370 to prevent use of the
translation look-aside buffer for common segments.

2. Storage.  A major improvement in the ESA/370 was its storage-handling ability. The storage management
subsystem was designed to stage data. An I/O boundary existed, and multiple places were available for storing
data. With a storage subsystem, the framework was in place for a particular processor complex to capitalize on
this feature. (See Fig. 1-6.) This storage hierarchy is quite significant. Today, PCs typically have a similar
arrangement. Even the implementation of cache to the processor and RAM is now being phased in to a greater
degree with each new model brought to the marketplace. In addition, working with the storage hierarchy in the
ESA/370 was the system control element (SCE), which routed data through the CPU’s main and expanded
storage, as well as the channels. The SCE kept track of changes made to data and was the key component for
moving data throughout the hierarchy. Notice the centralized connection of the SCE and the other system
components in Fig. 1-7.

Figure 1-6
IBM’s storage hierarchy.



Figure 1-7
SCE logical view.

3. Machine-dependent support.  A feature known as the logical partitioned mode (commonly known by its
acronym, LPAR) was a machine-dependent function, tied to hardware and a software component known as the
Processor Resource/Systems Manager (PR/SM, pronounced prism). To function in LPAR mode, the machine
had to be supported by that system and selected on power-up time. LPAR permitted a system to run four logical
partitions (see Fig. 1-8), each running an operating system simultaneously and all independent of one another.
The logical partitioning of a processor included the processor’s resources such as storage, channels, and the
processor itself. Isolation of the LPARs was enforced via hardware. PR/SM itself was an IBM-supplied option
that some machines could take advantage of to offer LPAR. PR/SM was implemented in microcode, which is
IBM’s synonym for firmware.

Figure 1-8
A logical view of LPAR.

Although there were few physical differences between the ESA/370 and 370/XA architecture, the former
offered storage, addressing, and machine-dependent enhancements; Fig. 1-9 depicts ESA/370 with two
processors.

1.6  System/390

System/390 (S/390), also known as Enterprise System/390, was announced in September 1990. This
announcement was broad in scope, encompassing a new processor line, channel subsystem, many software
announcements, and wide-sweeping networking-related support. A brief view of the hardware highlights
includes S/390 enhancements, ES/9000 processors, Enterprise Systems Connection (ESCON) Architecture, and
networking support.



S/390 enhancements included storage override protection, which provided reliability of executing programs by
keeping a different applica tion from executing simultaneously within that same address space; program event
recording (PER) Facility 2, which provided a more focused method of event control when compared to PER 1;
and Access List Control, which permitted different users different functionality within the same address space.

Figure 1-9
ESA/370 architecture.

 

S/390 built on the framework of ESA/370. Some documents refer to S/390 and ESA/390 simultaneously. IBM
documentation uses ESA/390 to refer to those environments which include one or more of the following:

• Enterprise Systems Connection (ESCON) Architecture

• Common Cryptographic Architecture

• An environment providing data spaces for Virtual Memory.

1.7  Summary

Since the 1950s, IBM has brought five hardware architectures to market; they were described in this chapter.
Although IBM has additional architectures implemented in different offerings such as the AS/400 and
RISC/6000, the architectures presented here were those architectures associated primarily with what were
considered mainframes.

Any way these architectures are evaluated, it is easy to conclude that the advances made by IBM in the latter
half of the twentieth century surpassed the progress made earlier.
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