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This secondary site could even be hosted by an Internet service provider (ISP). 
Several are available on the market. Using an ISP might be the best choice for small 
and medium businesses, because setting up a secondary datacenter for the purpose of 
business continuity management is a complex and sometimes expensive venture.

NOTE Several ISPs offer this service, for example SunGard (www.availability.sungard.com), 
Sunrad (www.sanrad.com/products/overview.aspx), and INetU (www.inetu.net/innovative-support/
virtualization.php). Choose your provider carefully and look to their privacy agreements to ensure that 
your data is secure when hosted outside your organization.

Adjust Your Service Level Agreements
Service level agreements (SLAs) for disaster recovery are not the same as those for nor-
mal production. When a disaster occurs, you will need to begin with essential services 
only. In addition, when you are in a disaster recovery situation, it should not last forever, 
but only for the time you need to get back on your feet. Because of this, the host server 
resources you need in the disaster recovery site are not the same as those in your produc-
tion datacenter.

You can rely on a formula to help you determine just how many physical resources 
your disaster recovery center will require. The formula looks like this:

Production Resources/Recovery Time=Disaster Recovery Resources

Figure 15-11. Providing multisite redundancy
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For example, if you are running your infrastructure on 15 physical hosts and you expect 
your recovery time to be three hours, you can run the disaster recovery center with five 
physical hosts. The lower the recovery time, the more resources you will need to popu-
late your recovery center.

Balance the number of physical resources in your recovery center with the need to 
reload critical services. In the event of a disaster, your recovery will require essential 
services first—for example, Active Directory Domain Services and DNS—then load sec-
ondary services, DHCP, file and print servers, and so on. Using a graduated approach 
for the reloading of services for users will let you bring everything back online in stages 
and will reduce the overhead cost of the secondary datacenter.

Business Continuity Management Through Replication
Remote business continuity for resource pools is provided through data replication tech-
nologies that will replicate the contents of your storage containers from one location to 
another. You can rely on the storage container’s own replication engine or you may use a 
third-party engine. The advantage of using a third-party replication engine is that it often 
includes the components you need to redirect the services your end users are accessing to 
the remote site in the event of a disaster. This simplifies the disaster recovery process.

Each resource pool vendor relies on a different solution for multisite resiliency. For 
example, Microsoft can rely on the multisite Failover Cluster mentioned earlier to make 
Hyper-V multisite-resilient (see Figure 15-12). This solution relies on the built-in features 
of Windows Server 2008, but also requires a third-party replication engine to maintain 
storage contents that are identical between the sites. Note that for this solution to work, 
you must have the exact same resources available in both the production and the remote 
sites. This negates any cost-effectiveness for this solution.

NOTE For a list of supported replication partners for Hyper-V Failover Clustering, go to www 
.microsoft.com/windowsserver2008/en/us/clustering-multisite.aspx.

Figure 15-12. Using multisite Failover Clustering with Hyper-V
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Citrix relies on third-party products for business continuity. Basically, you must 
obtain a replication engine for a XenServer resource pool. The engine will include the 
capability to perform continuous data protection (CDP) through replication, as well as 
the ability to redirect all users to a remote site in the event of a failure. Redirection is 
mostly performed through changes in the DNS entries for each of the services users 
rely on.

VMware relies on Site Recovery Manager (SRM) as well as integrated SAN capa-
bilities or replication engines to provide multisite redundancy. Site Recovery Manager 
is a component of the VMware virtual infrastructure that helps you build, manage, and 
execute disaster recovery plans. SRM ensures that recoveries will be reliable by enabling 
nondisruptive testing. It also eliminates manual recovery steps through automation, and 
provides centralized management of recovery plans (see Figure 15-13).

SRM provides a simple integrated interface that is, once again, an extension of the 
capabilities of VMware Virtual Center (see Figure 15-14). This greatly simplifies the 
administration of the tool since you always work with the same interface.

SRM fully supports the datacenter replication model discussed earlier. Recovery or 
secondary sites do not need to have the same or identical resources as the production or 
primary site. For example, if your production site relies on a SAN using Fibre Channel 
and the very best high-speed drives, your recovery datacenter can easily run iSCSI on 

Figure 15-13. Running VMware Site Recovery Manager
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Serial ATA (SATA) drives. This means that the recovery site is much cheaper to put in 
place than the production site. Rely on the formula outlined earlier to determine just 
which kinds of technologies you will want to put in place in the recovery site.

NOTE For more information on VMware Site Recovery Manager, go to www.vmware.com/
products/srm.

Choose the Proper Replication Tool
The replication tool you select must be able to fully understand the make-up of your 
virtual machines and virtualization engine to work properly. Several SAN-based replica-
tion tools are only capable of replication and nothing else. Since replication occurs at the 

Figure 15-14. The VMware Site Recovery Manager interface
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byte level, the content of the data doesn’t really matter. However, consider the following 
when you select your replication engine:

 ▼ The engine must be officially supported by the virtualization vendor.

 ■  The engine must be able to work with any of the storage infrastructures you 
put in place: DAS, NAS, or SAN.

 ■  The engine must support automatic failover of resources, properly redirecting 
end users to the remote location.

 ▲ The engine must support isolated recovery testing (see Figure 15-15).

The last item is probably one of the most important since replication alone does not 
make a recovery solution. With VMware, as discussed earlier, Site Recovery Manager 
will perform many of the key activities required to recover from a site-based disaster. But 
if you are not running VMware, you’ll need similar capabilities. These will come from 
your replication tool or a combination of your replication tool and the built-in features 
of your hypervisor.

If you can’t test a failover situation without disrupting your production network, 
you’ll have to take the production network down to perform the test. Not testing is 
not a solution. If you do not test your failover strategies, you will never know if your 
solution works. Don’t wait until a major failure occurs to find out that nothing works 
as you expected!

Figure 15-15. Performing isolated recovery testing
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Also, while previous physical networks relied on replication technologies to provide 
availability of a service, you no longer need to be concerned about this in a resource pool. 
For example, several replication vendors have made small fortunes protecting Microsoft 
Exchange through replication engines. In the past, you would implement a replication 
engine to ensure that should the Exchange server in one location go down, another 
duplicate Exchange server would spring back up elsewhere. With resource pools, you 
do not need to worry about this because if you replicate the VM running Exchange and 
the VM can be brought back up elsewhere, that’s all you need. Don’t replicate inside the 
VMs—only focus on replicating the resource pool contents and your solution will be 
adequate.

Finally, remember that replication is not a backup solution; it is a BCM solution. But 
if you have the proper BCM solution in place, it may act as an additional level of protec-
tion for virtual machine contents.

Prepare for Site-Based Disasters
When planning for your remote business continuity management site, keep the follow-
ing items in mind. In BCM situations, you must:

 ▼ Begin with critical services first: domain controllers, DNS, DHCP

 ■  Then launch critical applications: business applications, e-mail services, and 
so on

 ▲  Run in reduced service level agreement mode—not all services are required in 
the BCM situation

Because of this, you can start with just enough hardware to get core VMs going and 
to keep your business running. If the BCM situation lasts longer, provision more host 
servers and launch additional virtual workloads. If you use integrated hypervisors, they 
will be easy to add to the BCM resource pool.

Use the following rule of thumb: Start with 25 percent of your production hardware 
capacity. Identify all of your critical applications. Assign a priority to each of these 
applications. Then run continuous tests to ensure that all critical applications will load 
with this BCM configuration. Adjust your configuration as necessary. Finally, make sure 
you document your BCM strategy completely and that all administrators and technicians 
are aware of it. Disasters don’t only happen to machines; they happen to people as well. 
Making sure your entire team knows what to do in a disaster situation will go a long way 
towards protecting your bases when the worst happens.
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Last, but not least, you’ll have to review your management practices. This means 
looking to new administrative and technical roles your staff will play in the resource 
pool infrastructure. It also means working with new policy-based workloads or 

workloads that dynamically boot up when required in support of business processes. 
Resource pool management will also force you to look at new ways to do things in 
branch offices. In addition, they will move you to create a new division of responsibilities 
between resource pools and production networks.

To make sure you have full control over the two infrastructures you run, you’ll need 
to make sure you have the right management tools in place. Will you use the same tools 
for each infrastructure, or will you segregate the two? These questions will help you com-
plete the reflection you must undertake to move to a completely virtual infrastructure.

LOOK TO NEW ADMINISTRATIVE ROLES
Managing two infrastructures, physical and virtual, changes the way IT needs to work 
within the datacenter. This is evident in the tools you use to manage your resource 
pool. For example, in VMware VirtualCenter, the Administration tab includes default 
resource pool roles (see Figure 16-1). While you don’t need to rely on each of these roles, 
some additional roles are required. Table 16-1 outlines some of the new or changed roles 
you will find in a datacenter that virtualizes servers, desktops, and applications and 
maps them to the appropriate infrastructure.

The roles outlined in Table 16-1 cover both networks. For example, the server 
virtualization roles all reside in the resource pool only, but the desktop and application 
virtualization roles all reside within the productivity or virtual network.

Remember that these roles do not need to have a specific body attached to them. 
Larger organizations will probably have personnel to fill each role, but smaller and 
medium-sized organizations will probably rely on a few people to fill all of the roles. 
In the latter case, personnel will have to wear multiple hats to make sure everything 
gets done.

MOVE TO POLICY-BASED WORKLOADS
One of the biggest impacts virtualization has on IT operations is the ability to create 
policy-based workloads. In a virtual infrastructure, physical servers are nothing but re-
sources that are pooled together to create a whole, much like the network infrastructure. 
Productivity service offerings—the offerings that interact with the users—are running 
in virtual machines only. Because these services are all offered at the virtual layer, they 
become much more malleable than ever before.

While no organization could afford to have multiple physical servers that just sit 
there waiting for a business need, every organization can afford to do this with virtual 
machines. Let’s say you have a pressing need for temporary services in support of a 
seasonal business fluctuation. In yesterday’s IT world, you would have to plan for this 
workload fluctuation well ahead of time to ensure you could run the additional services 
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you require for it. But today, you can simply create workloads on-the-fly, adding them to 
your infrastructure as needed—provided, of course, you have the required host servers 
to run them.

This ability to create machines when needed, run them, and then remove them is 
part of the automation that is required in the virtual datacenter. Each VM has a life cycle, 
as discussed in Chapter 9, and this life cycle includes steps that might not have been 
addressed or were not required in the past. Machines are created as needed and run on 
one host or another based on the policies and priorities you set for the machine. While 
it is much easier to create VMs on-the-fly, it is also easy to let them linger when not in 
use. Several VMs are often “at rest” waiting for someone to use them but still consum-
ing space and resources. This is one reason why it is often better to create time-based 
machines that will automatically be returned to the VM pool when their purpose has 
been completed.

Figure 16-1. Default administrative roles within VMware VirtualCenter
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Virtualization Type Role Description

Server 
Virtualization

Resource Pool 
Administrator

Has full access to the resource pool 
and all of the tools it contains. 
Includes control of the desktop 
virtualization infrastructure as well.

Resource Pool 
Operator

Has full access to server virtualization 
controls within the resource pool.

Resource Pool 
Technician 

Installs new host servers, creates 
new virtual machines (VMs), stages 
new virtual workloads, updates VMs 
and hosts.

Resource Pool User Testing or development role that 
supports the use of specific virtual 
machines.

Resource Pool Reader Lets management view the status 
of the resource pool and the virtual 
machines it runs.

Desktop 
Virtualization

Desktop Operator Has full access to desktop virtualization 
controls within the resource pool. 
Manages desktop virtual machine 
(DVM) groups within the pool.

Desktop Technician Creates new DVMs, stages new 
virtual DVM images, updates DVMs.

Desktop User Has access to a specific DVM for 
everyday use.

Application 
Virtualization

Subject Matter Expert Application owner that provides 
support for specific applications 
within the productivity network. 
Responsible for quality assurance of 
virtual application packages.

Application Operator Manages application allocation and 
access rights. Controls the streaming 
engine and manages the application 
repository.

Application Packager Prepares applications for 
virtualization through the use of the 
application virtualization (AppV) 
packaging tool.

Table 16-1. New IT Roles in Virtual Infrastructures
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As you can see, policies are at the heart of the automation of processes within a vir-
tual infrastructure. But you can take this one step further to create policies that affect host 
servers as much as virtual machines. In this scenario, Virtual Service Offerings (VSOs) 
are powered on and off on an as-needed basis, and resource pools are powered up based 
on VSO workloads (see Figure 16-2). For example, a payroll application only requires 
extensive resources when it runs the payroll payload. Depending on your pay schedule, 
this can be every two weeks or twice a month. For the rest of the time, the payroll ma-
chine is “at rest” and can be parked on a host server along with other virtual machines. 
In parked mode, the machine still runs, but does not draw upon extensive resources.

You can even extend this feature to all of your workloads. For example, a large data-
center can populate services as needed. There is no reason to run ten Exchange Servers at 
night when no one is using them. You can, however, run two of these machines at night 
and then set policies that wake up the others and their corresponding hosts when they 
are needed—for example, at peak times, such as early in the morning and after lunch.

Figure 16-2. Policy-based workloads at work
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Running policy-based workloads changes the datacenter paradigm and provides 
even greater support for greening the datacenter. If host servers can be at rest and run 
only when required, it will have a positive impact on the datacenter’s power and cool-
ing bottom line. But to control this new dynamic datacenter, you must have the right 
toolset.

NOTE Vendor Cassatt already offers automated power efficiency software; see their power saving 
calculator at www.cassatt.com/tools/powersavecalc.php.

NOTE Microsoft has updated its Windows Server product licensing. Before, each license was tied to 
the physical server, that is, the host where the VM was running. Now, licenses are tied to a datacenter 
or a pool of host servers. This means that you can use policy-based workload management without 
having to worry about reassigning licenses each time a VM moves from one host to another.

POLICY-BASED RESOURCE MANAGEMENT
Policy-based resource management requires not only a new view of the datacenter, but 
it also requires the right tool for the job. Virtualization vendors have come a long way 
towards completing the different toolsets required to run the virtual datacenter, but in 
some cases, these tools will not be enough. Table 16-2 describes the different features 
required in the virtual datacenter and the management tools provided by VMware, 
Microsoft, and Citrix to meet these features’ requirements. Keep in mind that virtual 
infrastructure management must focus on four key functions as you look through the 
contents of Table 16-2:

 ▼  Managing drivers to be used in virtual machines (integration components, 
VMware additions, and so on).

 ■ Allocating or building VM spaces for guest operating systems.

 ■  Monitoring VM characteristics (RAM, processor cores, disk space, I/O) and 
providing alarms when needed.

 ▲ Loading, unloading and backing up each VM.

These are the four basic functions required of any virtual machine management tool. 
Any additional function is a bonus.

As you can see, both VMware and Microsoft offer an extensive selection of tools to 
support the dynamic datacenter. However, even though both VMware and Microsoft 
have tools listed in particular sections of Table 16-2, the tools don’t necessarily have the 
same feature set. For example, VMware Lifecycle Manager offers a feature set that is 
more comprehensive than Virtual Machine Manager when it comes to VM provisioning 
automation. Another example is with VMware’s Distributed Power Management com-
pared to Microsoft’s Operation Manager when it comes to host power management. 
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Feature VMware Microsoft Citrix

VM/Host 
Management

VirtualCenter Hyper-V Console
System Center  
(SC) Virtual 
Machine Manager

XenCenter

VM Provisioning Lifecycle Manager SC Virtual  
Machine Manager

XenCenter or  
third-party

VM Automation Infrastructure 
Toolkit for Windows 
(PowerShell)
VMware 
Infrastructure  
Perl Toolkit 

Windows 
PowerShell  
(in Windows Server 
2008)

Third-party

Live VM Migration VMotion Quick Migration
Live Migration to 
come in WS08 R2

XenMotion

Site-Level High 
Availability: VMs

High Availability Failover  
Clustering

Resource Pool

Site-Level High 
Availability: Storage

Storage VMotion Windows Server 
Simple SAN

Third-party

Backup Consolidated  
Backup

Windows  
Server Backup
SC Data Protection 
Manager
Volume  
Shadow Copy

Third-party

VM Placement 
Management

Distributed  
Resource  
Scheduler

SC Operations 
Manager with  
SC Virtual  
Machine Manager

XenCenter

Security VMsafe Windows Server 
Integration

XenAccess  
(in development)

Patching and Updates Update Manager Window Server 
Update Services
SC Configuration 
Manager

XenCenter for hosts
Windows Server 
Update Services 
(WSUS) for VMs

Host Power 
Management

Distributed Power 
Management

SC Operations 
Manager at  
host level

Third-party

Wide Area 
Network (WAN) 
business continuity 
management (BCM)

Site Recovery 
Manager

Failover  
Clustering 
Geoclusters

Third-party

Table 16-2. Recommended Functions for Virtualization Management
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Another  major difference is that VMware offers its entire toolset within VirtualCen-
ter, adding functionality as you move forward with additional features. VirtualCenter 
supports seven different key functions—basic virtual machine and host management, 
provisioning, migration, resource management, system monitoring, security, and access 
control—and also provides an application programming interface (API) for third-party 
integration with the tool (see Figure 16-3).

To facilitate the acquisition of all of the tools you require to maintain the dynamic 
VMware datacenter, VMware offers two software bundles along with the Virtual Infra-
structure editions. The VMware IT Service Delivery bundle includes VMware Lifecycle 
Manager, Lab Manager, and Stage Manager, letting you control VM life cycles through 
automated policies. The VMware Management and Automation bundle includes every-
thing from the previous bundle as well as Site Recovery Manager.

Citrix’s XenCenter is similar to VirtualCenter in that it provides a single interface 
for operation and management of the resources for both hosts and virtual machines (see 
Figure 16-4). Host servers can be managed individually, as with the Express and Stan-
dard Editions, or through resource pools with the more advanced editions. The interface 
provides all basic management functionality in one tool.

Microsoft’s toolset relies mostly on System Center tools, which all have the same 
look and feel, but which are all separate tools. However, for single machine and pool 
management, Microsoft relies on the Hyper-V Manager, which is available either as a 

Figure 16-3. VMware VirtualCenter offers several features.
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stand-alone tool (see Figure 16-5) or as an add-in to the Windows Server 2008 Server 
Manager (see Figure 16-6). The latter is often preferable if you do not have access to 
System Center tools because it brings together all of the server management features 
in one single interface. Note, however, that Server Manager cannot be installed on a 
workstation because it is an integral part of Windows Server. Because of this, many 
organizations tend to install Terminal Services in application mode on their servers and 
use it to publish Server Manager as a remote application through the Terminal Services 
RemoteApp feature. This gives administrators the same experience as with a locally 
installed tool.

Server Manager cannot manage remote machines and can, therefore, only be used 
on full installations of Windows Server 2008 (WS08). If you install the Hyper-V role on 
Server Core—as you should to reduce host operation overhead—you will not be able 
to rely on Server Manager and will have to fall back on the individual interfaces for 
Failover Cluster and Hyper-V management. Both of these are available through the  
Remote Server Administration Tools (RSAT), which are available for both x86 and 
x64 versions of Windows. RSAT can be installed only on Windows Server 2008 or Win-
dows Vista with Service Pack 1.

NOTE RSAT for x86 can be found at www.microsoft.com/downloads/details.aspx?FamilyID= 
9ff6e897-23ce-4a36-b7fc-d52065de9960&displaylang=en and RSAT for x64 can be found at www 
.microsoft.com/downloads/details.aspx?FamilyId=D647A60B-63FD-4AC5-9243-BD3C497D2BC5& 
displaylang=en. Both are documented in Microsoft Knowledge Base article number 941314. Validation 
of Genuine Windows is required to obtain the download.

Figure 16-4. Citrix XenCenter provides one interface for XenServer management.
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But when you run virtual infrastructures, everything but the simplest infrastruc-
tures requires the base functions found in VMware’s VirtualCenter. In order to achieve 
this level of functionality, you need Microsoft’s System Center tools. Smaller shops can 
rely on System Center Essentials along with System Center Virtual Machine Manager 
(SCVMM) Workgroup Edition. Workgroup Edition supports up to five host servers.

Larger shops require the entire System Center toolkit, which is available through 
a special bundle—the Server Management Suite Enterprise (SMSE)—which includes 
four tools:

 ▼  System Center Configuration Manager (formerly Systems Management Server), 
which can provision machines, either hosts or VMs, as well as manage their 
configuration and maintain configuration compliance.

Figure 16-5. Using Hyper-V Manager
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 ■  System Center Operations Manager (SCOM), possibly Microsoft’s best tool, is 
designed to monitor the health and performance of host servers, VMs, and the 
applications within the VMs. SCOM relies on management packs to support 
any server workload or application. Third-party vendors such as nWorks 
(www.nworks.com) even offer management packs for VMware ESX Server, 
letting you manage mixed environments through one single tool.

 ■  System Center Data Protection Manager, which is a continuous protection tool 
that can be used to centralize all backup and recovery operations.

 ▲  System Center Virtual Machine Manager, which manages host and VM operations.

This bundle simplifies management, and while each of the tools offers the same interface 
(see Figure 16-7), they are separate and independent tools.

Figure 16-6. Using WS08 Server Manager to manage Hyper-V
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LOOK TO THIRD-PARTY MANAGEMENT TOOLS
While each vendor offers powerful management tools for their hypervisors, and some 
will even manage their competitors’ hypervisors, you might find that some features and 
functions are simply not covered by this toolset and that third-party tools are required. 
Table 16-3 provides a sample list of some of the most innovative third-party tools to date. 
Others will surely follow in their footsteps as virtualization becomes mainstream.

As you can see, third-party tools try to address needs that have not been addressed 
by the big three yet. VM optimization, multivendor life cycle management, host server 
provisioning, and, especially, control over virtual machine sprawl are all functions you 
will eventually need in your environment. For these reasons, obtaining a third-party tool 
might be the best strategy for many.

Figure 16-7. System Center tools such as Virtual Machine Manager all rely on the same interface.
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Vendor Product Description

Akorri  
(www.akorri.com)

BalancePoint: Agentless tool focused on system 
monitoring, utilization optimization, and 
performance improvements of hosts and VMs. 
Supports Citrix, Microsoft, and VMware.

CiRBA  
(www.cirba.com)

Data Center Intelligence: Policy-based management 
tool that dynamically reassigns VM workloads in 
the datacenter. Excellent virtualization assessment 
tool. Constantly captures and analyzes technical, 
business, and resource constraints to manage 
workloads and ensure they have the appropriate 
resources available.

DynamicOps 
for Citrix, Microsoft, 
VMware, and Solaris  
(www.dynamicops.com)

Virtual Resource Manager: Life cycle management 
tool that includes a self-service portal, controls 
VMs through policies, tracks resource usage, and 
provides extensive reporting. Supports scalability 
through federation. Supports multivendor 
virtualization deployments for Citrix, Microsoft, 
and VMware.

Embotics  
(www.embotics.com)

V-Commander: Policy-based VM management 
product. Supports full automation of VM life cycles. 
Supports multivendor virtualization environments 
running Citrix, Microsoft, or VMware.

V-Scout: Free agentless tool that links with up to 
two VMware VirtualCenter servers to provide 
VM information in real time.

Fortisphere  
(www.fortisphere.com)

Virtual Essentials: A suite of policy-based 
virtualization management solutions that provides 
visibility, control, and automation around the 
inventory, configuration, and policy-based 
management of virtual machines.

Virtual Insight: An operational management product 
that enables enterprises to automate the process 
of identifying, tagging, tracking, and reporting 
on all virtual machines as they move throughout 
preproduction and production environments. 
Provides vision into all virtual machines, centralized 
or distributed.

Table 16-3. Sample Third-Party Management Tools
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Vendor Product Description

Virtual Foresight: A policy-based management 
product that delivers out-of-the box best practices 
for enforcing operational and IT security policies in 
virtual environments. It ensures policy enforcement 
throughout the life cycle of a virtual machine, 
regardless of location or state.

Scalent  
(www.scalent.com)

Virtualization: Acts as the pre-boot environment for 
hypervisors, taking physical machines from a dead, 
bare-metal, powered-off state to installed, operating, 
connected VMware ESX or Xen. Focused on host 
server repurposing.

VEEAM  
(www.veeam.com)

Backup: A backup and data replication tool that is 
designed to protect VMs in VMware ESX.

Reporter Enterprise: A data collection and reporting 
tool for entire VMware infrastructures.

Monitor: A monitoring, capacity planning, and 
troubleshooting tool for VMware infrastructure 
management.

Vizioncore  
(www.vizioncore.com) 

vRanger Pro: A backup and recovery solution for 
virtualized environments. Can schedule regular 
image-level backups of virtual or physical machines 
while the machine is still running. Supports 
VMware.

vConverter: Physical-to-virtual (P2V) engine that 
uses a cloning method executed at the block level 
as opposed to the file level. Can create images of 
both physical and virtual machines that can be sent 
and archived at a remote site. Can add on a P2V-
DR module that can extend the disaster recovery 
strategy to cover the physical machines.

vReplicator: Host-level software-based replication 
solution for VMware infrastructure to leverage 
virtualization to support High Availability (HA) and 
BCM strategies.

vCharter Pro: Monitoring tool that provides a single 
view into multiple layers of virtual environments.

Table 16-3. Sample Third-Party Management Tools (continued)
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Vendor Product Description

vOptimizer: An optimization solution that reduces a 
virtual machine’s virtual hard drive to the smallest 
size possible while optimizing Windows guest 
operating system for speed and performance. 
Comes in two editions: Desktop and Network.

vEssentials: Management bundle for VMware 
Infrastructure that includes vRanger Pro, 
vReplicator, and vCharter Pro.

VDR for SMB: Bundles VMware Virtual 
Infrastructure Starter Edition with vEssentials. 
Provides complete BCM for small to medium 
businesses.

Table 16-3. Sample Third-Party Management Tools (continued)

UPDATE YOUR MANAGEMENT PRACTICES
Virtual machine management and resource pool administration bring many changes to 
the modern datacenter. Because of this, you need to update your management practices. 
In small shops, IT personnel will have to learn to wear new hats and be especially careful 
not to traverse security boundaries when they perform their activities. In larger shops, 
you’ll want to create specific positions for resource pool versus Virtual Service Offering 
management and keep them separated.

The ideal dynamic datacenter is one where resource pools are bundled resources that 
are only available for hosting services. Virtual machines offer all other services as much 
as possible. This duality is now a fact and is the way datacenters will run and operate 
moving forward. Make sure you carefully examine your current practices and be pre-
pared to update them as you transform your datacenter into a dynamic environment.
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You now have a good understanding of how virtualization can transform your 
datacenter. Now you need to look at your adoption path. According to IDC, 
organizations that have made the move most often use a three-tiered approach  

(see Figure 1). First, they focus on capital expenditures and aim for physical consolidation. 
Next, they move to operational changes and focus on the implementation of high 
availability and disaster recovery. Finally, they begin to view the strategic advantages 
virtualization offers and truly begin to transform their datacenters into the dynamic 
systems they should be.

Begin with your short-term needs. Most often, organizations have problematic appli-
cations that can immediately profit from being virtualized. Then, once your infrastruc-
ture is stable, look to the long term. You should aim for 100 percent virtualization, but 
keep the following caveats in mind:

 ▼  Virtualize applications unless the application owner or vendor can provide a 
cost justification for not doing so.

 ■ Aim for 60 to 70 percent utilization ratios on your host servers.

 ■  Keep host server farms or resource pools to a maximum of eight servers or fewer 
to maintain manageability. VMware supports 32 machines in a farm, while 
Microsoft Hyper-V and Citrix XenServer will support 16. However, creating 
farms with the maximum number of nodes tends to make them unwieldy.

Figure 1.  Potential adoption paths (Source: IDC, Virtualization 2.0: The Next Phase in Customer 
Adoption, Nov. 2006)
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 ■  Design for Virtual Service Offering high availability. You want to ensure your 
machines, at least the machines that offer production services, are available at 
all times.

 ■  Match processor types in each server farm to support live migration capabilities, 
and start a new server farm each time a processor type changes. Though this is 
changing, it is still a good practice for now.

 ■  Make sure you perform cost accounting for each virtual machine (VM) running 
on a host—it’s easy to lose track of VM costs because they are so easy to create 
and deploy.

 ▲  Use a specific VM allocation process, both administrative and technical, to ensure 
that only required VMs make it into your network.

These practices are good strategies. Keep them in mind as you move forward with 
your project.

CALCULATE YOUR RETURN ON INVESTMENT
Finally, you’ll want to perform a project post-mortem in which you will calculate your 
return on investment (ROI). You’ll find that hard dollars are easy to come up with, but 
the soft dollars are much harder to locate. Keep the following questions in mind when 
calculating your ROI:

 ▼  How much do you value the time you save in preparing a virtual versus 
a physical server?

 ■  How much do you value the preparation of standard testing and development 
environments?

 ■  How much do you value the flexibility a virtual infrastructure gives you to 
meet changing business needs?

 ▲  How much do you value the reduced time to market for all of your core 
applications?

Time is money, but it is hard to quantify. Table 1 outlines some of the potential cost 
savings you will benefit from when you move to virtualization.

Virtualization will also change the metrics in your IT department (see Figure 2). 
You can reduce capital expenditures by up to 50 percent. Response times will decrease, 
sometimes by up to 90 percent. Operating expenses, especially power and cooling costs, 
will be greatly reduced. And recovery times will also benefit from this move.

This is only the beginning. By the time you move to a virtual infrastructure, dozens 
of new firms will have appeared and hundreds of new products will be available. The 
future is now, and in terms of IT, it means virtualization of everything that moves in 
the datacenter.
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Figure 2. Potential returns from virtualization

Category Potential Savings 

Power savings $300 to $600 per virtualized server 

Cooling savings Up to $400 per virtualized server 

Hardware savings From $2,500 to $$$ per virtualized server 

License savings (Microsoft) 75 percent of Enterprise license per 
virtualized server 

License savings (open-source) Nil, except for support costs 

Processor power savings 
when using AMD

Between 15 to 65 percent per processor 

Power rebates 
(selected utility firms) 

Up to 50 percent total cost of the project 

Government rebates 
(federal, provincial, and state)

Variable reduction rates (income tax, 
rebates, and more) 

Space savings 90-plus percent space reduction (based on 
an average of ten VMs per physical host) 

Table 1. Potential and Real Cost Savings
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Antimalware strategies, 334–335
Antivirus verification, for laboratories, 148
APC TradeOff Tools, 75, 76
Apple Computer, 25
Application layer (desktops), 238, 239
Application layers (applications), 266
Application life cycle, 267–268
Application management, 266

with application life cycle, 267–268
with application packaging 

processes, 270–271
issues in, 14–15, 266–272
with presentation virtualization, 

271–272
for redesign (see Application 

virtualization)
traditional solutions for, 267
with Windows Installer service, 

268–269
Application packaging processes, 

270–271
Application Platform Assessment, 83–85
Application servers, 22, 198
Application sponsors, 237
Application streaming, 281–283
Application virtualization (AppV), 29, 

40–43, 272–283
Active Directory integration, 279
advantages of, 42, 273–274, 294–295
agent vs. agentless, 277–278
agentless, 42
application streaming, 281–283
benefits of, 283–284
and business continuity, 392–394
Citrix XenApp, 290
comparing products for, 286–289
components of, 274–275
decision process for, 294
InstallFree Bridge, 290–291
integration of desktop and profile 

virtualization with, 298–309
key points about, 294–296
local repository management, 

278–279

major vendor positioning, 293
Microsoft Application 

Virtualization, 291
potential solutions, 289
as protective layer, 273
selecting solutions for, 275
Software as a Service model, 280–281
software packaging, 280
Symantec SVS Pro, 291
system stack, 275–276
technologies and vendors for, 

286–288
Ten Commandments of, 295
through streaming technologies, 

41–42
VMware ThinApp, 292
and Windows version 

independence, 277
Application Virtualization (Microsoft), 

34, 41, 291
Applications:

categorizing, 22
life cycles of, 237, 267–268

AppSync (ThinApp), 292
Architectures step (in virtualization 

process), 55–57
Ardence, 257, 258
Assessment and Planning Toolkit Solution 

Accelerator (Microsoft, MAP), 16–18
Asset disposal, green, 11
Assigned desktops, 248
Authentication, 343
Automated Deployment Services  

(ADS), 229
Availability, with clustering, 383

▼ B
Back-end management, 250
Backup verification, for laboratories, 149
Backups, 32

of laboratory information, 147–148
replication for, 367
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selecting method for, 112
in storage configuration, 106
third-party tools for, 367–368
when building laboratories, 147

BartPE, 229
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Baseline Security Analyzer (Microsoft, 

MBSA), 15, 16
Basic Consolidation Estimate (BCE), 

88, 331
Basic Input/Output System (BIOS), 68
Basic productivity workers, 247
Basic stage of IT maturity, 154, 155
BCE (Basic Consolidation Estimate), 331
BCM (see Business continuity 

management)
Best practices:

for laboratories, 149–150
for provisioning virtual 

machines, 231
in server virtualization, 207
with virtual appliances, 221

BIOS (Basic Input/Output System), 68
BIOS security, 331
Blade enclosures, 53–54
Blade PCs, 297
Blade servers, 108
Blue Screen of Death (BSOD), 4
Bridge (InstallFree), 42, 290–291
BSOD (Blue Screen of Death), 4
Building construction, protecting, 330
Building security, 330
“Bull’s eye” endpoint system stack, 298
Business continuity, 370–401

building strategy for, 394–401
making profiles highly available, 394
making resource pool highly 

available, 372–379
making virtual applications highly 

available, 392–394
making virtual desktops highly 

available, 387–392
protecting, 328

protecting Virtual Service 
Offerings, 380–387

with virtual appliances, 222
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Business continuity management (BCM), 

395, 401
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▼ C
CA (see Certificate authorities)
Cache control, 278
Calisto Technologies, 247
Call centers, 93
Capacity Planner (VMware), 20
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Castle Defense System (CDS), 315–327

for business continuity, 370
critical information layer, 315, 

327–330
defense plan supplementing, 

352–353
external access layer, 316, 348–352
information access layer, 315, 

342–348
layers in, 315–316
operating system hardening layer, 

315, 332–342
physical protection layer, 315, 

330–331
in planning for system  

redundancy, 372
for resource pool, 317–322, 327–352
for Virtual Service Offerings, 

317–318, 322–327
Celerra (EMC), 252–253
Centralized desktop virtualization, 

248–249
Centralized management data, 329
Certificate authorities (CA), 350–351, 379
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Certificates, 349
Change log, for laboratories, 149
CiRBA:

Data Center Intelligence, 20, 21
Placement Intelligence Technology 

tool, 70
Citrix (company), 155–156, 180
Citrix technologies, 34, 157

application virtualization, 290, 293
pricing compared to other vendors, 

185–187
replication, 398
server virtualization, 7, 173–176
VDI solutions, 249
XenApp, 34, 41, 290
XenDesktop, 34, 257–260
XenServer, 7, 34, 35, 174–175, 

361–362
(See also specific applications)

Client-side Desktop Virtualization, 240
Cloning physical machines, 229
Clustering, 378

complex workloads with, 214
multisite, 376–377
of shared storage, 99
testing, 137
of virtual machines, 58
in Virtual Service Offerings, 

381–387
Collaboration servers, 22, 198
Commercial software, in PASS 

model, 236
Communications, encrypting, 348–349
Complex workloads, 214
Comprehensive analysis, 66–90

additional tools for, 81–85
existing network bandwidth 

review, 73–74
hardware layers evaluations, 70–71
power and cooling audit, 74–80
rationalization, 88–90
server consolidation study, 85–88
server processors, 67–69
storage consolidation study, 71–73

Configuration file, 30
Configurations, of virtual machines, 

127–128
Conflict detection, 266–269
Connectix, 24, 176
Console servers, security for, 333–334
Consolidated Backup (VMware), 166, 

168, 359–361
Converter (VMware), 226–228
Copies of virtual machines, 135
Core environment, reuse of, 144–145
Core machines, reuse of, 142
Core OS layer (desktops), 238, 239
CPU stepping values, 68
Critical information layer (CDS), 315, 

327–330
protecting management data, 

329–330
protecting virtual disk drives, 

328–329

▼ D
DAAS (Desktone Desktop As A Service), 

261–262
DAS (see Direct attached storage)
Data Center Capital Cost Calculator, 

77, 78
Data Center Carbon Calculator, 75, 76
Data Center Efficiency Calculator,  

75, 76
Data Center InRow Containment 

Selector, 78, 80
Data Center Intelligence (CiRBA), 20, 21
Data Center Power Sizing Calculator, 

78, 80
Data protection, 328, 366–367
Data Synapse, 29
Database protection, 329, 372
Datacenters:
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server utilization in, 4

DDoS (Distributed Denial of Service), 381
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Default backup technologies, 148
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Services, 229
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Desktop As A Service (Desktone, DAAS), 
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with InstallFree, 260–261
integration of application and profile 

virtualization with, 298–309
key points about, 310
licensing, 241–243
management issues with, 237–238
potential scenarios for, 243–246
products for, 240–241
profit from VDIs, 262–264
with Quest Virtual Access 

Suite, 262
reasons for, 39–40, 239–240
with system stack, 234–237
technologies and vendors, 242
with VMware Virtual Desktop 

Manager, 250–256
Desktops, 234, 238–239
DeskV (see Desktop virtualization)
Development environments, workload 

requirements for, 195–197
Development VMs, protection of, 328
DFS (see Distributed File System)
DFS namespace (DFSN), 302, 392
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Disaster recovery:
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Discovery step (in virtualization 
process), 14–23
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21–23

inventory, 15–16
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scanning for candidates, 16–21

Disk formats, 180–182
Disk sizing, 111
Distributed Denial of Service (DDoS), 381
Distributed desktop virtualization, 248
Distributed File System (DFS), 302, 

381, 392
Distributed Power Management (DPM), 
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Distributed Resource Scheduler (DRS), 

169, 170, 207
Distributed systems, levels of 
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DMTF (Desktop Management Task 
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DNS (see Domain Name System)
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Encryption:
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Entrust, 349
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ESD (see Electronic Software 

Distribution)
ESX Server (VMware), 161–165

directory service hardening, 337
security for, 332–333, 335

ESXi (VMware), 33, 35, 161–165
Event log verification, for laboratories, 148
External access layer (CDS), 316, 348–352

internal Public Key Infrastructure, 
350–352

Secure Sockets Layer, 348–349
Windows servers, 347–348

External USB disks, 195
Extraneous systems, 395
Extranet interaction, 315

▼ F
Failover Clustering, 380, 381, 397
Failsafe servers, 199
Fibre Channel, 103, 381
File and print servers, 22, 198
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File shares, high availability for, 381
File System Assessment (EMC), 72
File system security, 335–337
File types, 31–32
Firewalls, 97, 347
Five-step virtualization process, 11–12
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Discovery step in, 14–23
Hardware Maximization step in, 

46–55
Manage Virtualization step in, 

57–61
Virtualization step in, 23–43

Flexibility, with AppV, 284
Folder redirection, 301–309
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in Windows XP, 303
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Fully-automated P2V, 223
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132, 133
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▼ G
GAL (generalized application layer), 278
GAL (global application layer), 279
Gartner, 154
Generalized application layer (GAL), 278
Geographical location, protecting, 330
Global application layer (GAL), 279
Good to Be Green Web site, 8, 9
GPOs (Group Policy objects), 343
Green asset disposal, 11
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Green datacenters, 8–11
Green technologies, buying, 10–11
Group Policy, 301, 390–391
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Guest operating systems:
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hypervisor support for, 190
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▼ H
Hard disk file(s), 31
HardV (see Hardware virtualization)
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shared storage, 48–49

Hardware protection, 112
Hardware virtualization (HardV), 25, 33, 
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Hewlett-Packard (HP), 53–54, 261
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applications, 392–394
profiles, 394
resource pool, 372–379
virtual desktops, 387–392

Home directory, 302
Hong, Qui, 229
Host servers:

defined, 29
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IP addresses for, 96
for laboratories, 126–127
maintenance of, 108
placement rules for, 202–204
protecting, 372
for resource pool, 107–117
scaling up/out, 107–108
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Host servers: (Cont.)
security for, 332–333
single vs. multi-VM, 204–206
sizing, 110–113
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HP (see Hewlett-Packard)
Humphries, John, 74
Huss, Chris, 229
Hyper-V (Microsoft), 6, 34, 35, 176, 177

directory service hardening, 
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security for, 333
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Hypervisors, 30
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In-memory file, 31
InstallFree, 249
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IP addresses, 96
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Manage Virtualization step 
(in virtualization process), 57–61

Manageability, with AppV, 284
Managed product usage, 241
Management data, protecting, 329–330
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with virtual machines, 59–60
Management layer, 56
Management practices, 145–149, 417
Management structure update, 404–417
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new administrative roles, 404
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management, 408–414
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Marathon Technologies, 377
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MBSA (Microsoft Baseline Security 
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support for virtualization, 224
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(MDOP), 241
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Microsoft technologies, 34, 157
Application Virtualization, 34, 
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for, 35
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Hyper-V, 6, 33–35, 176, 177,  

362–366
licensing of, 207, 241
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for policy-based resource 

management, 408–414
pricing compared to other vendors, 

185–187
profile virtualization, 256
server consolidation savings 

tools, 82
server virtualization solutions, 7
server virtualization technologies, 

176–180
System Center Virtual Machine 

Manager, 130–131, 177
Terminal Services, 34
VDI solutions, 249
virtual hard disks, 31
Virtual PC 2007, 34
Virtual Server, 176
Virtual Server 2005, 34
Visio, 15, 16
Vista, 237
Windows, 4, 5
Windows Installer service, 14–15
Windows Server, 6, 33, 71, 72, 125, 

176, 177, 186–187
(See also specific applications)
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Migration, 223–224 (See also Physical-to-
virtual conversions)

Minimum server capacity, 111
Min/max memory settings, 163
Mission-critical systems, 395
Mission-support systems, 395
Mobile Virtualization Platform 

(VMware, MVP), 29
MSDN (Microsoft Developer  

Network), 135
Multicore processors, 111
Multiprocessing servers, 111
Multisite clustering, 99, 376–377
Multisite redundancy, 395–396
Multi-VM hosts, 204–206
MVP (Mobile Virtualization Platform), 29

▼ N
NAS (see Network attached storage)
NAT (see Network Address Translation)
NetApp, 106–107, 253, 377
NetV (network virtualization), 27
Network Access Protection, 346
Network Address Translation (NAT), 

99, 349
Network attached storage (NAS), 72, 

73, 99
replication capabilities for, 377
storage configurations, 102

Network bandwidth review, 70, 73–74
Network cards, 206–207
Network File System (NFS) container, 102
Network identification cards (NICs), 96, 

98, 107
Network infrastructure servers, 21, 198
Network layer:

resource allocation rules with, 
206–207

for resource pool, 95–99
Network Load Balancing (NLB), 99, 137, 

380–382
Network security, 331

Network virtualization (NetV), 27
Networking, in virtual layers, 97–99
NextComputing, LLC, 136
NextDimension system, 136
NFS (Network File System) container, 102
NIC teaming, 97
NICs (see Network identification cards)
NLB (see Network Load Balancing)
NLB-compatible, 384
Nonpersistent desktops, 249
Novell, 35, 161
NTFS, 335, 336

▼ O
Offline Desktop (VMware), 255, 256
Offline Virtual Machine Servicing Tool 

(Microsoft, OVMST), 217, 341–342
On-demand blocks, 281
On-demand deployment, 282–283
Open desktops, 234
Open Virtualization Format (OVF), 

180–182, 218, 219
Operating system hardening layer 

(CDS), 315, 332–342
antimalware strategies, 334–335
directory service hardening, 

337–339
file and print system security, 

335–336
final activities for, 339–342
security for console servers, 

333–334
security for host servers, 332–333

Operating system virtualization, 30
Operating systems:

new migration paths to, 40
problems with, 4–5
Vista, 237
(See also specific OSs)

Operational workloads, 214
Operations, key elements of, 154, 155
Optimization, with AppV, 284
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Optimization Self-Assessment Tool, 82–83
Oracle, 35, 135, 160, 224, 378
Oracle VM, 160
Outsourcing of virtualization, 95
OVF (see Open Virtualization Format)
OVMST (see Offline Virtual Machine 

Servicing Tool)

▼ P
Pacific Gas & Electric (PG&E), 8
Packaging, AppV, 280
Parallels (parallels.com), 161
Partners, for virtualization, 95
PASS model (see Point of Access for 

Secure Services model)
Passwords, 146
Patch deployment agent, 278
PC images, time-controlled, 40
PC layer, 56
PCs (see Personal computers)
Performance metrics, identifying, 86–87
Performance Monitoring console, 86–87
Perimeter networks, 346–347
Persistent desktops, 248, 251
Personal computers (PCs), 14, 234

life cycle of VDI vs., 263
security of, 331

Personality protection:
in operating system 

management, 299
policy for, 299–300
strategy for, 301–310

Personalizable clone desktops, 249
PG&E (Pacific Gas & Electric), 8
Physical layer, 56
Physical location of servers, 112
Physical machines:

cloning, into VMs, 229
disposing of, 11
partitioning, 24, 30
protecting, 14
provisioning, 14, 217

Physical protection layer (CDS), 315, 
330–331

Physical servers, 21, 160, 198, 200
Physical workspaces, logical workspaces 

vs., 125
Physical-to-virtual (P2V) conversions, 

223–230
with Microsoft conversion tools, 

229–230
performing, 225–226
with PlateSpin PowerConvert, 

228–229
preparation for, 223–225
tools for, 224–225
with Ultimate-P2V for BartPE, 229
with VMware Converter,  

226–228
Pilot Project testing level, 122, 133
Placement Intelligence Technology tool 

(CiRBA), 70
Planning and preparation, for resource 

pool, 92–95
Planning phase (Virtual Service 

Offerings life cycle), 211
PlateSpin:

PowerConvert, 21, 228–229
PowerRecon, 20, 21

Player (VMware), 255
Point of Access for Secure Services 

(PASS) model, 235–236, 266,  
277, 278

Policy-based resource management, 
408–414

Policy-based workloads, 30, 404–408
Pooled desktops, 249
Portability, with AppV, 284
Portable laboratories, 136
Power and cooling audit, 70, 74–80
PowerConvert (PlateSpin), 21,  

228–229
PowerRecon (PlateSpin), 20, 21
Predictive blocks, 281
Preparation and deployment phase 

(Virtual Service Offerings life cycle), 211
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Presentation Server (Citrix), 272, 290
Presentation virtualization (PresentV), 

29, 271–272, 297
Pricing, of server virtualization 

technology, 185–187
Print system security, 336
Private virtual network cards, 207
Processors, multicore, 111
Production environments, workload 

requirements for, 195, 197
Production phase (Virtual Service 

Offerings life cycle), 212
Productivity application layer, 298
Productivity service offerings, 404
Productivity workloads, 213
Profile virtualization, 256, 299–303

choosing profiles to protect, 
300–301

integration of application and 
desktop virtualization with, 
298–309

personality protection, 299–309
Profiles:

and business continuity, 394
highly available, 394

Provisioning physical machines, 14
Provisioning virtual machines, 210–231

best practices for, 231
creating seed virtual machines, 216
machine life cycles, 210–213
performing physical-to-virtual 

conversions, 223–230
physical vs. virtual provisioning, 

217–218
process for, 215
SCOPE classification tool, 213–215
through use of seed machines, 

216–217
virtual appliances for, 218–223

P2V conversions (see Physical-to-virtual 
conversions)

Public certificates, 349
Public Key Infrastructure, 349–352

▼ Q
Quest, 249
Quest Virtual Access Suite, 262

▼ R
RAC (Real Application Clusters), 378
RAID (see Random Array of Inexpensive 

Disks)
RAM:

for host servers, 108–109
sizing, 111

RAM overcommitment, 164
Random Array of Inexpensive Disks 

(RAID), 103, 104
Rationalization:

in comprehensive analysis, 88–90
as core process, 216
in Discovery step, 23

Rationalized stage of IT maturity, 154, 155
RDP (see Remote Desktop Protocol)
Real Application Clusters (RAC), 378
Red Hat, 35, 161
Redesign application management (see 

Application virtualization)
Redundancy, 331 (See also Business 

continuity)
Reliability, with clustering, 383
Remote access, 283
Remote Desktop Protocol (RDP),  

255, 272
Remote Server Administration Tools 

(RSAT), 411
Remote servers, protection of, 328
Remote sites, simulating, 129
Renamed virtual machines, 135
Replication:

for backups, 367
business continuity through, 

397–399
choosing proper tool for, 399–401
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Resiliency, with AppV, 284
Resolutions Enterprises, 11, 12 (See also 

Five-step virtualization process)
Resource allocation rules:

host server placement rules, 
202–204

with network layer, 206–207
single vs. multi-VM hosts, 204–206
for virtual workloads, 200–207

Resource management, policy-based, 
408–414

Resource pools (RPs), 28, 92–117
and business continuity, 372–379
Castle Defense System for, 322–352
defined, 30
highly available, 372–379
host servers for, 107–117
Hyper-V, 365–366
layers of protection for, 320–322
network layer for, 95–99
planning and preparation  

for, 92–95
redundancy for, 373
security for, 317–322
sizing recommendations for, 113
storage for, 99–107
troubleshooting, 359, 360

Restoring previous version, 32
Retirement phase (Virtual Service 

Offerings life cycle), 212
Return on investment, calculating, 

421–422
Rich desktop users, 247
Roaming user profiles, 302, 307–309
Role-based applications, in PASS 

model, 236
RPs (see Resource pools)
RSA SecurID, 250
RSAT (Remote Server Administration 

Tools), 411
Running state of applications, 

installation of, 273

▼ S
SAN (see Storage area networks)
SAN (Subject Alternate Name) 

certificates, 349
SATA (serial advanced technology 

assessment) disks, 195
Scalability:

with clustering, 383
of virtual appliances, 221

Scaling out, 107–108
Scaling up, 107, 108
Scenarios:

for desktop virtualization, 243–246
for server virtualization, 158–160

SCOM (see System Center Operations 
Manager)

SCOPE classification tool, 213–215
SCVMM (see System Center Virtual 

Machine Manager)
Search engine, 278
Secure file systems, 335–336
Secure Sockets Layer, 346, 348–349
Secure Sockets Tunneling Protocol 

(SSTP), 349
Secure user identification, 343
SecurID (RSA), 250
Security:

with AppV, 284
for console servers, 333–334
desktop, 234
for host servers, 332–333
key elements in, 315
traditional approaches to, 314
with virtual appliances, 221
(See also Infrastructure security)

Security scan, for laboratories, 148
Seed virtual machines:

creating, 216
provisioning with, 216–217

Segregated security contexts, 318
Semi-automated P2V, 223
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Serial advanced technology assessment 
(SATA) disks, 195

SerV (see Server virtualization)
Server (VMware), 34
Server bases, 110
Server consolidation study, 85–88
Server processors, comprehensive 

analysis of, 67–69
Server security, 331
Server sprawl, 4–5
Server variance, 110
Server virtual machines, protection 

of, 328
Server virtualization (SerV), 25, 154–191

benefits of, 37–38
best practices in, 207
choosing technology for, 155–185
Citrix technologies for, 173–176
decision process for, 194–197
market-leader hypervisor metrics, 

187–191
Microsoft technologies for, 176–180
models, 32–34
reasons for, 14
scenarios for, 158–160
technology pricing, 185–187
vendors, 34–37
VM disk types, 182–185
VM formats, 180–182
VMware technologies for, 161–173
(See also Hypervisors)

Server-based computing (see 
Presentation virtualization)

Server-hosted Desktop Virtualization, 241
Servers:

categorizing roles and functions 
of, 21–23

laboratory roles for, 129–132
multiprocessing, 111
new server form factors, 53–55
protecting, 373
unsuited for virtualization, 92–93
Windows, 4, 5
(See also Host servers)

Service level agreements (SLAs), 212, 
396–397

Shared content, protection of, 328
Shared storage, 48–49, 72–73, 102 (See 

also Resource pools)
64-bit, move to, 46–48
Single-VM hosts, 204–206
Site Recovery Manager (SRM), 398–400
Site-based disasters, preparing for, 401
SLAs (see Service level agreements)
Snapshots, 184, 381
SnapSure, 253
Social environment, protecting, 330
SoftGrid, 291
SoftV (see Software virtualization)
Software as a Service, 280–281
Software development, 159
Software licensing, 135
Software packaging, 270–271, 280
Software virtualization (SoftV), 25, 

32–33, 156
free products, 195
products for, 157

Software Virtualization Solution 
(Symantec, SVS), 42, 256, 291

Source servers, 216
Special workloads, 215
SQL Server:

security best practices, 330
WFCS for, 378

SRM (Site Recovery Manager), 398–400
SSTP (Secure Sockets Tunneling 

Protocol), 349
Stage Manager (VMware), 124, 170, 197
Staging security, 331
Staging testing level, 122, 129, 130, 

133, 136
Standardization, as core process, 216
Standardized stage of IT maturity, 

154, 155
Startup blocks, 281
Stateful virtual desktops, 245
Stateless virtual desktops, 246, 298
Steel Eye, 377
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Storage:
EMC Celerra for, 253
for laboratories, 136

Storage area networks (SAN), 72, 73, 99
booting from, 117
replication capabilities for, 377
and storage configuration, 106
storage configurations, 102–103

Storage configurations, 99–107
backup plan, 106
best-in-breed, 106–107
preparing, 102–103
virtualizing storage, 103–107

Storage consolidation study, 70–73
Storage containers, protecting, 372, 

375–377
Storage layer, 56
Storage strategy, 112
Storage virtualization (StoreV), 27, 

103–107
Storage VMotion, 167–169, 376
StoreV (see Storage virtualization)
Streaming technologies, 41–42

applications, 256, 273, 274, 281–283
desktops, 256, 298

Subject Alternate Name (SAN) 
certificates, 349

Sun, 35, 135
Supportability, with virtual appliances, 221
Surveillance program, 331
SVS (see Software Virtualization 

Solution)
SVS Pro (Symantec), 291–292
Symantec (company), 225
Symantec technologies:

application virtualization, 293
SVS, 42, 256
SVS Pro, 291

SysPrep (System Preparation Tool), 257
SysPrep machines, 135
System Center Application 

Virtualization Streaming Server, 291
System Center Data Protection Manager 

(Microsoft), 413

System Center Operations Manager 
(SCOM), 16, 413

System Center tools (Microsoft), 412–414
System Center Virtual Machine Manager 

(Microsoft, SCVMM), 89, 130–131, 177, 
202–204, 413

directory service hardening, 
338–339

P2V conversion, 230
System Preparation Tool (SysPrep), 257
System protection strategies, 356–368

AppV as, 273
Citrix XenServer, 361–362
data protection for Virtual Service 

Offerings, 366–367
hypervisor manufacturer offerings, 

359–366
key elements for, 356
Microsoft Hyper-V, 362–366
selecting third-party backup tools, 

367–368
standard system recovery 

strategies, 357–359
VMware Consolidated Backup, 

359–361
(See also Infrastructure security)

System recovery, 356–359
System stack:

AppV, 275–276
“bull’s eye,” 298
for desktop virtualization, 234–237

System testing, 158–159

▼ T
TCO Calculator (see Total Cost of 

Operations Calculator)
TCO/ROI Calculator (VMware), 81
TechNet Plus, 135
Technology pricing, 185–187
Templates, VM, 215
Ten Commandments of AppV, 295
Teradici, 247, 255
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Terminal servers, 22, 198
Terminal Services, 29, 34, 137, 253, 297
Testing environments, 195–197 (See also 

Laboratories)
Testing levels, 122–124
Testing phase (Virtual Service Offerings 

life cycle), 212
Testing VMs, protection of, 328
Thawte, 349
Thin clients, 39
ThinApp (VMware), 34, 42, 292
ThinStall, 292
Third-party tools:

backup, 367–368
management, 414–417

time-controlled virtual PC images, 40
Total Cost of Operations (TCO) 

Calculator, 81, 170
TradeOff Tools (APC), 75, 76
Training, 159
Trango Virtual Processors (VMware), 29
Transitive, 29
Transparent page sharing, 164
Transportability:

of virtual appliances, 222
of virtual machines, 328

Trigence, 29
Troubleshooting techniques, standard, 

358–359

▼ U
Ultimate-P2V, 229
Undoable disks, 32, 183
Unit testing level, 122, 129, 132, 133
Universal Serial Bus (USB), 93
UNIX, 5
Unmanaged desktop virtualization, 

244–245
Unmanaged product usage, 241
Update Manager (VMware), 217, 340–341
Updating, 219
USB (Universal Serial Bus), 93

USB ports, virtualization of, 93
User accounts:

and personality protection, 300
for virtual machines, 129

User data layer (desktops), 238, 239
Users:

administrative rights of, 213
desktop rights of, 234
identifying, 246–248

Utility directories, 337, 339

▼ V
Value to Business Barometer, 215
VAPs (see Virtual appliances)
VAS (Virtual Access Suite), 262
VDI (see Virtual desktop infrastructure)
VDM (see Virtual Desktop Manager)
VECD license (see Vista Enterprise 

Centralized Desktop license)
Verisign, 349
VGC (VMware Guided Consolidation), 

18–19
VHD (see Virtual hard disks)
VHDMount (Microsoft), 367
View (VMware), 253–258
Virtual Access Suite (Quest, VAS), 262
Virtual appliances (VAPs), 218–223

benefits of, 221–222
creating, 222–223
defined, 30, 218
selecting, 219–220

Virtual applications, highly available, 
392–394

Virtual architecture, 370–371
Virtual desktop infrastructure (VDI), 34, 

240, 248–249
highly available, 391
profit from, 262–264

Virtual Desktop Manager (VMware, 
VDM), 250–256

Virtual desktops, highly available, 
387–392
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Virtual Disk Development Kit 
(VMware), 367

Virtual disk drives, protecting, 328–329
Virtual hard disks (VHD), 31, 183
Virtual Infrastructure (VMware), 34, 161, 

165–173, 250
Virtual Iron, 35, 135, 161
Virtual layer, 56
Virtual layer, clustering in, 58
Virtual local area networks (VLANs), 

95–96
Virtual machine disks (VMDK), 31, 

180–182
Virtual Machine File System (VMFS), 

101, 102, 375
Virtual machine (VM) software, 24, 

124–125
Virtual machine state file, 32
Virtual machines (VMs), 30–32

configurations for laboratories, 
127–128

decision process for creating, 
194–197

disk types, 182–185
file types, 31–32
formats, 180–182
IP addresses for, 96
licensing, 135
management of, 59–60
protecting, 373
seed, 216–217
as sets of files, 34
user accounts, 129

Virtual Modem Pro, 93
Virtual network switches (VNS), 97
Virtual PC (Connectix), 176
Virtual PC (Microsoft), 34, 176
Virtual Private Network, 349
Virtual Server (Microsoft), 34, 176
Virtual Server 2005 Migration Toolkit 

(Microsoft, VSMT), 229
Virtual Service Offerings (VSO), 28

clustering in, 381–387
data protection for, 366–367

defined, 30
layers of protection for, 323–327
life cycle, 210–213
perimeter networks for, 346–347
protecting, 380–387
security for, 317–318, 322–327
structure of, 197–100
troubleshooting, 359, 360

VirtualCenter (VMware), 155, 165, 410
Virtual-D Platform, 261
Virtualization, 4–7

defined, 23
drivers of, 6
five-step process for (see Five-step 

virtualization process)
for greener datacenters, 8–11
layers of, 25–30, 56–57
planning for, 5–7
rebates for, 8–9
types of, 25–30

Virtualization decision flowchart, 60–61
Virtualization Energy Cost Calculator, 

77–79
Virtualization layer, 273–281
Virtualization step (in virtualization 

process), 23–43
application virtualization, 40–43
defining virtualization, 25–30
desktop virtualization, 38–40
server virtualization models, 32–34
server virtualization vendors, 

34–38
virtual machines, 30–32

Virtuozzo (Parallels), 161
Visio (Microsoft ), 15, 16
Vista Enterprise Centralized Desktop 

(VECD) license, 241, 242
VLANs (virtual local area networks), 

95–96
VM software (see Virtual machine 

software)
VMDK (see Virtual machine disks)
VMFS (see Virtual Machine File System)
VMotion, 58, 167, 168
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VMs (see Virtual machines)
VMsafe, 335
VMware Corporation, 8, 25, 155, 176, 247
VMware technologies, 34, 157

application virtualization, 292, 293
Capacity Planner, 20
Consolidated Backup, 166, 359–361
Converter, 226–228
for desktop virtualization, 250–256
desktop-based, 156
ESX Server, 161–165
ESXi, 33, 35, 161–165
Guided Consolidation, 18–19
Lab Manager, 131–132
Mobile Virtualization Platform, 29
Open Virtualization Format 

(OVF), 180
for policy-based resource 

management, 408–410
popularity of, 6
pricing compared to other vendors, 

185–187
replication, 398
Server, 34
server assessment tools, 18–20
server virtualization solutions, 7
server virtualization technologies, 

161–173
Stage Manager, 124
TCO/ROI Calculator, 81, 170
ThinApp, 34, 42, 292
Trango Virtual Processors, 29
VDI solutions, 249
View, 253–256
Virtual Desktop Infrastructure, 34
Virtual Desktop Manager, 250–256
Virtual Infrastructure, 34, 165–173
virtual machine disks, 31
Workstation, 34
(See also specific applications)

VNS (virtual network switches), 97
Volatile desktops, 249, 298
Volatile persistent desktops, 251

Volume Shadow Copy Service (VSS), 12
Volume snapshots, high availability 

for, 381
VSMT (Virtual Server 2005 Migration 

Toolkit), 229
VSO (see Virtual Service Offerings)
VSS (Volume Shadow Copy Service), 12

▼ W
WAIK (Windows Automated Installation 

Kit), 230
WFCS (Windows Failover Cluster 

Service), 378
Windows Automated Installation Kit 

(WAIK), 230
Windows Failover Cluster Service 

(WFCS), 378
Windows File System Resource 

Manager, 70
Windows Installer service 

(Microsoft, WIS), 14–15, 258–270
Windows NT, 4, 89, 94
Windows operating system, 4, 5

AppV and independence of 
versions, 277

problems with, 266
(See also specific versions)

Windows Resource Protection, 269
Windows Server (Microsoft), 6, 33, 71, 

72, 125, 176, 177, 186–187
Automated Deployment 

Services, 229
clustering services, 382
Distributed File System, 392
Failover Clustering, 375–377
PresentV features of, 272
security for, 333–334

Windows Server Firewall with 
Advanced Security (WSFAS), 347–348

Windows Server Update Services 
(WSUS), 341
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Windows Vista, 14, 16, 237, 269, 303–307
Windows XP, 237, 303
WIS (see Windows Installer service)
Workload virtualization, 194–207

resource allocation rules for, 
200–207

Virtual Service Offerings structure, 
197–100

Workloads:
categorizing, 22
laboratory, 124
policy-based, 30, 404–408
SCOPE classification of, 213–215

Workspaces, physical vs. logical, 125
Workstation (VMware), 34, 198
Workstations:

in laboratories, 126–127
laboratory roles for, 129–132
for testers and developers, 195–197

WSFAS (Windows Server Firewall with 
Advanced Security), 347–348

WSFC-aware, 383

WSFC-incompatible, 384
WSFC-independent, 383
WSUS (Windows Server Update 

Services), 341
Wyse Technology, 247, 255

▼ X
XenApp (Citrix), 34, 41, 290
XenCenter (Citrix), 329, 411
XenDesktop (Citrix), 34, 249, 253, 

256–260, 391–392
XenMotion, 58
XenServer (Citrix), 7, 34, 35, 173–175, 375

business continuity, 377
directory service hardening, 338
operating system hardening, 341
protection strategies for, 361–362
security for, 333

XenSource, 173–174
Xerox, 25




